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Abstract

Ambient activity monitoring systems produce large amounts
of data, which can be used for health monitoring. The prob-
lem is that patterns in this data reflecting health status are not
identified yet. In this paper the possibility is explored of pre-
dicting the functional health status (the motor score of AMPS
= Assessment of Motor and Process Skills) of a person from
data of binary ambient sensors. Data is collected of five in-
dependently living elderly people. Based on expert knowl-
edge, features are extracted from the sensor data and several
subsets are selected. We use standard linear regression and
Gaussian processes for mapping the features to the functional
status and predict the status of a test person using a leave-one-
person-out cross validation. The results show that Gaussian
processes perform better than the linear regression model, and
that both models perform better with the basic feature set than
with location or transition based features. Some suggestions
are provided for better feature extraction and selection for the
purpose of health monitoring. These results indicate that au-
tomated functional health assessment is possible, but some
challenges lie ahead. The most important challenge is elic-
iting expert knowledge and translating that into quantifiable
features.

Introduction
Western societies are faced with an aging population and a
lot of research initiatives exist to assist the elderly in liv-
ing independently at home. Particularly activity monitoring
with ambient sensors is a fast developing field, with several
subtopics. Monitoring the activities of daily living (ADL)
is useful as Katz’ Index of ADL has been developed as an
instrument to evaluate the functioning of an elderly person
(Katz et al. 1963). An inquiry as to what ADL are most rel-
evant for monitoring with ambient sensors (Alizadeh et al.
2011) indicated functional transfers and food consumption
as the two most important activities. Activities can be moni-
tored in a home environment with ambient binary sensors in
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combination with supervised methods such as a HMM (van
Kasteren 2010). Analyzing deviations in the daily patterns
can be done by defining circadian rhythms based on the aver-
age time spent in a room and calculate the difference (Virone
et al. 2008). Deviations could indicate changes in health sta-
tus. Another study focusses on the evaluation of the quality
of specific activities. In a lab setting subjects were instructed
to perform an activity such as meal preparation, either cor-
rectly or with a certain error. An algorithm was developed to
detect these errors (Cook and Schmitter-Edgecombe 2009).

The issues described above are only a small part of the
field, but some issues still are open. A recent review of
lifestyle telemonitoring technologies (Brownsell et al. 2011)
noted that little attention goes to the question of how to use
the detection of changes in activity patterns for follow-up,
though there are some case studies described to indicate pos-
sible use of a telemonitoring system (Glascock and Kutzik
2006). Several research groups are now focusing on intelli-
gent alert systems, but an ambient monitoring system which
could be used for functional health assessments does not ex-
ist to our knowledge.

In this paper we address this void by examining the use
of an ambient monitoring system for functional health as-
sessment. The activity patterns derived from the sensors are
mapped to the AMPS (Assessment of Motor and Process
Skills) (Fisher 1999). This is a common validated metric of
functional health which is actually used in practice, and was
suggested for this use in a review article on intelligent tech-
nology for an aging population (Pollack 2005). The chal-
lenge is finding a relation between patterns in sensor data
and the functional health status.

The contribution of this paper is modeling this relation
between binary ambient sensor data and the AMPS. The
main research question is: Can intelligent monitoring sys-
tems based on these models be used to assess the functional
health status of a person? In figure 1 our approach is de-
picted, the models will be used to predict the AMPS score,
and this has to be compared with the assessment of a medical
specialist.
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To this end we first explain a little more about the nature
of our data, both the sensor data and the AMPS as functional
health status data. After collecting this data, several ques-
tions need to be addressed: How to derive features from the
sensor data? After constructing features, how to select the
best ones? And finally, can the functional status be learned
from the subsets of features?

Feature extraction and selection methods will be explored
and expert knowledge will be used for answering these ques-
tions. Then a linear mapping will be made from selected
feature sets to the functional status of a person.

AMPS-score

Figure 1: The upper part depicts a medical specialist who
makes an assessment of the functional health status of the
elder person (AMPS). The lower part depicts an intelligent
machine (the models described in this paper) which uses
data from a sensor equipped elderly home for predicting the
AMPS. The question is whether such an intelligent system
can perform an assessment similar as a medical specialist.

Related work
Though a lot of research related to activity recognition
or health assessment with ambient sensor technology is
grounded in lab settings, an increasing number of studies
involves elderly people in their own home. A lot of these
report case studies on the use of telemonitoring systems in
which typically medical specialists are consulted to review
deviations found in the sensor data.

An interesting methodology is comparing health-events
such as falls or hospitalizations with sensor data using web-
based visualization software (Rantz, Skubic, and Miller
2009). On the possible use of a telemonitoring system a lot
of case studies are described (Glascock and Kutzik 2006).

Besides case studies there is also work towards actual
health assessment and developing an alert system (Rantz
et al. 2012). The main goal of their study is supporting
health care providers and evaluating an early warning system
by comparing a group with a telemonitoring system with a
baseline group. However, the data which is collected pro-
vides possibilities to develop a health care assessment sys-
tem similar as described in this paper.

Approach
In this section some background is given on the data and
methods used in the experiment.

Table 1: AMPS score during the first and second measure-
ment. Last column provides information on the number of
sensors in the apartment of the subject.

Subject AMPS-1 AMPS-2 # Sensors
1 1.3 1.3 12
2 2.21 1.8 13
3 2.05 2.54 14
4 0.57 0.97 13
5 3.09 2.43 13

Data Collection
Data was collected of five volunteers living in an indepen-
dent assisted living environment. The binary ambient sensor
network which continuously collects data consists of motion
sensors (passive infrared), magnetic sensors, a floating sen-
sor for the toilet and a bed mat. We use the same technology
and design principles as van Kasteren et al. (2008) for set-
ting up the sensor network.

The apartments were equipped with an average of 13 bi-
nary sensors. As the apartments are furnished differently,
the topology of the sensor network differs slightly for each
apartment.

The behavior of a person triggers sensors and these are
stored in a database as a set of sensor events E, where each
sensor event ex ∈ E reflects a single sensor event. For using
this high dimensional set, a feature set F has to be extracted.
This process is described in the section about feature sets.

The participants engage in several research activities re-
lated to the sensor network, such as interviews where they
are asked to give their opinion on the development of sensor
systems or experimenting with tablets which display their
activities (Kanis et al. 2011).

The subjects are also periodically visited by an occupa-
tional therapist to assess their functional status. Every three
months multiple instruments are used to assess the health
status of the subjects. From two of these assessments the
AMPS is selected for use in this paper.

Two measurements of five subjects results in a total of 10
data points, of which details are given in table 1.

Functional status: AMPS
Both physical and cognitive functioning contribute to the
level of which a person can perform activities of daily liv-
ing. The Assessment of Motor and Process Skills (AMPS)
(Fisher 1999) instrument differentiates between motor and
process skills. The process score contributes to functioning
as it is related to cognitive skills, while the motor skills rep-
resents a direct physical decline.

The AMPS is used to assess skills in performing daily
activities. The AMPS comprises 12 items of motor skills
and 20 items of process skills. The skills were observed in
two of 56 standardized daily activities. Scores are linked to
a continuous scale of ability in motor or process functioning
(range from -3 to 4). Scores above the cut-off point in motor
skills (2.0) or in process skills (1.0) indicate that persons are
able to functioning independently in the community.
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Though normally a specialist will consider both the motor
and process part of the AMPS, in this paper we focus on the
physical part of the AMPS score, which ranges from -3 to 4.

Models
Modeling the relation between the sensor data and the
AMPS is a regression problem, and the basic method for
such problems is linear regression. Other (non-linear) meth-
ods are often better, but considering the low amount of data
no advanced modeling techniques are explored. However,
one modeling technique specifically performs well on re-
gression problems with a low amount of data, and that is the
use of Gaussian processes (Rasmussen and Williams 2006).

Both models are trained with a subset of the data and sub-
sequently used for predicting the AMPS score of another set.
The input for the models consists of a set of features which
are extracted from the sensor data.

Linear regression This linear method basically learns a
weight for each of the features in a particular set. Below a
formalization of a linear regression model.

AMPS =

|F |∑

i=1

wi · fi (1)

where F is the set of selected features, with fi ∈ F and W
is the set of weights, with wi ∈ W . The weights are learned
from the training data and can be used to predict the AMPS
score of a test person.

Gaussian processes Linear regression uses a single func-
tion, which is learned by minimizing the error on the train-
ing set: this form of maximum likelihood learning is prone
to overfitting and consequently to suboptimal performance
on the unseen data. In contrast, rather than computing the
most likely model given the training set, Gaussian processes
consider infinitely many models, weighed by their probabil-
ity given the training set, and marginalise out the individual
models. As a consequence, with suitable priors they are not
prone to overfitting and are therefore particularly well-suited
for complex and noisy datasets which arise when human be-
havior is analyzed (Englebienne 2011).

Formally, a Gaussian process defines a distribution over
functions by considering that a function is fully defined by
the infinite vector of its outputs. Rather than considering
a functional mapping between inputs and outputs, the GP
specifies a joint Gaussian distribution over any finite subset
of the output values. This is tractable, because in practice
a function need not be evaluated for every possible input:
it is sufficient to evaluate the function for the finite number
of points for which we have an input. The process is fully
specified by the mean and covariance matrix of the Gaussian
distribution, where the mean is typically chosen to be zero
and the covariance matrix is specified by a kernel function.

The prior (kernel function) or other hyperparameters were
not optimalized for this particular data set. We used the de-
fault settings of the algorithm as implemented in the soft-
ware package WEKA for predicting the AMPS on the test
data (Witten, Frank, and Hall 2011), this comprises a radial
basis function (RBF) kernel.

Figure 2: Baseline features. The number of sensor events is
stored for each sensor.

Figure 3: Concept of location based features. The features
represent the time spent in a certain area.

Feature sets
The two different modeling methods are applied to several
projections of the data. Though numerous methods exist for
feature extraction of data of this nature, in this paper the
focus lies on using expert knowledge. An occupational ther-
apist was consulted as a domain expert to obtain more in-
formation on which features might be relevant in assessing
functional status.

Domain experts (occupational therapists) typically look at
the general pattern of activities. Also global patterns based
on the location of the resident provide useful information.
They are more interested in shifts which develop over weeks
than in small daily deviations.

When specific activities are considered three character-
istics are identified as relevant. These are: the frequency
of an activity, the duration of an activity and the time of
day the activity is carried out. These characteristics can be
transformed into features, after which experts can further
guide the feature selection process as some characteristics
are more relevant to some activities than to others. E.g. time
of day for meals are important, but for toilet visits the fre-
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quency is more important (possibly only differentiated by
daily or nightly visits).

Finally specialists are interested in transitions between ac-
tivities as well as transitions between locations, as a measure
for indoor mobility.

To summarize, specialists are interested in global
location-based patterns, activities with specific characteris-
tics and transitions. In this paper we address the location-
based patterns and transitions by translating this informa-
tion into quantifiable features. A description of the resulting
three different feature sets used for the experiment is given
below. Figures 2 and 3 are displaying the differences be-
tween the baseline set and the location set.

Baseline feature set This feature set is based on the num-
ber of firings of specific sensors recorded during one week.
The set of sensors is indicated with S, the set of sensor
events with E, and Fb is used to denote a set of features.
The first set of features is the raw count of sensor events.
For each sensor sa ∈ S:

fba =
∑

ei∈E

{
1 if ei = sa
0 (2)

This results in 14 features while there are only 10 data
points available. For avoiding that the model is too complex
in relation to the low number of training data points and thus
prone to overfitting some feature selection has to be done. To
find the best set a model selection method with a penalty for
complexity could be applied, but the main goal is to have a
baseline for comparison with the other two sets. Because the
location based set contains five features and the transition set
six, this set is limited to six features also.

We used Pearson’s correlation coefficient R for each of
the features in this set (with the AMPS score). Its square R2

is used to rank the features (Guyon and Elisseeff 2003) and
subsequently the top six features are selected.

Location feature set This set consist of features which
represent time spent in a certain location in the house. The
apartment of an elderly person consists of several locations
where the person can be: ‘Bedroom’, ‘Bathroom’, ‘Kitchen’
and ‘Sofa’. A person can also leave the house (i.e. ‘Out-
side’). Based on the sensor data the location of the person is
inferred, and it is possible to continuously track the location
of a resident.

Below a description of the algorithm.
1. Select: Extract data from the database (all sensor events

from selected period).
2. Label: Label data based on sensor location (i.e. label

sensor events as ‘Bedroom’, ‘Bathroom’, ‘Kitchen’, ‘Out-
side’, ‘Sofa’.)

3. Segment: Replace consecutive series of events with the
same label with two instances: an item marking the start
and an item marking the end of the series.

4. Label time slots: Determine a label for each minute on
each day (by means of the following procedure):
• Set n=1440 (adjustable to allow for a different granu-

larity than minutes)

• Use the start and end marking of a series as boundaries.
Each time slot in between gets the associated label.

• This results in an matrix sized n*#days.
5. Feature extraction: Calculate the time spent in each loca-

tion. The set of locations is indicated with L, the set of
labeled time slots with T , and Fl is used to denote a set of
features. For each location la ∈ L:

fla =
∑

ti∈T

{
1 if L(ti) = la
0 (3)

The algorithm to extract activity categories is based on
the following assumption: a person is always somewhere.
This is a useful but violated assumption. There are a few
places in the apartment where no sensor data is obtained.
Either because we did not install a sensor in that location
(e.g. a walk-in closet which is not used often). But also
when sensors are broken we miss information.

Consider the following scenario: a person is sitting in his
living room, when he hears noise at the back door. He stands
up and goes outside for a few minutes to check and returns
to the living room. However, the sensor on the back door is
broken. The tracker will mark all this time as being spent in
the living room.

From a machine learning perspective however, it is not a
problem that the features possibly represent a slightly differ-
ent concept than intended. The methods we use will reveal
whether this is a proper feature set or not, regardless of the
underlying concepts.

Transition feature set The locations are used to calculate
the total number of transitions between locations, which is
used as a feature.

The set of locations is indicated with L, the set of labeled
time slots with T , and ft is used to denote the transition
feature.

ft =
∑

ti∈T

{
0 if L(ti) = L(ti+1)
1 (4)

In combination with the location feature set this feature
forms the transition feature set:

Ft = {Fl, ft} (5)

Experiment
The goal of this experiment is testing the models developed
for predicting the functional health status. To this end the
previously described feature sets and models are used.

Methods
Sensor and functional status data is selected from five sub-
jects who are each visited twice. The sensor data of exactly
one week following these assessments is selected. This re-
sults in a total of 10 data points.

For predicting the functional health status from sensor
data all combinations of models and feature sets are ex-
plored. As listed in table 2 the three different subsets are
compared in combination with linear regression and Gaus-
sian processes. Leave-one-person-out cross validation is
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Table 2: Summary of experimental setup.

Setup Features |F | Model
1 Fb 6 Linear regression
2 Fl 5 Linear regression
3 Ft 6 Linear regression
4 Fb 6 Gaussian processes
5 Fl 5 Gaussian processes
6 Ft 6 Gaussian processes

Table 3: The results with the different setups. Different
feature sets in combination with linear regression (LR) and
Gaussian processes (GP).

Setup ERMS

1 LR Fb 1,27
2 LR Fl 1,72
3 LR Ft 2,26
4 GP Fb 0,83
5 GP Fl 0,85
6 GP Ft 0,87

used and thus the process of feature selection and valida-
tion is repeated five times. The error measure we use is root
mean square.

ERMS =

√√√√ 1

n

n∑

i=1

(Pi −AMPSi)2 (6)

where Pi is the prediction of the AMPS score and n the num-
ber of data points.

Results and Conclusion
In table 3 the error scores are provided for each combination
of model and feature set. From these results it can be con-
cluded that Gaussian processes perform better on this data
than the linear regression model and for both models the
baseline set performs better than both the location set as the
transition set. The aim of this study was to model the re-
lation of binary ambient sensor data from a telemonitoring
system to functional health status (AMPS). The main ques-
tion was whether an intelligent monitoring system based on
such models could be used to assess functional health of a
person. Though this study showed that some models per-
form better than others, and some feature sets perform better
than others, based on this error scores this question can not
be answered conclusively with a yes, as will be discussed
below.

Discussion
The Gaussian processes outperforming the linear regression
model was as expected, but that the baseline feature set
yielded the best results was not as expected. This is prob-
ably caused by the feature selection process of the baseline
set, which was not independent of the learning process.

Regarding the performance, for an honest comparison
with the ground truth the typical error of occupational thera-
pists should also be taken into account. But though the error
compared with the assessment of the occupational therapist
is substantial, the results presented in this paper can function
as a baseline.

The challenges which lie ahead to achieve a better per-
forming intelligent functional health assessment system can
be grouped into different areas.

The first is applying more advanced modeling techniques
for achieving better performance on this data set. The field
of machine learning provides enough ideas for applying
more advanced feature selection methods (Guyon and Elis-
seeff 2003) and more advanced models. It can be expected
that fine tuning the best configuration yield a better perfor-
mance. Examples include using functions on the input vari-
ables or in the case of Gaussian processes include hyper pa-
rameter learning.

An issue which has to be taken into account here is the
noisy nature of the sensor data. Noise could be a result of
temporary hardware failure, but also visitors can change the
pattern. Even seasonal related alternative behavior might in-
fluence the performance of an intelligent functional health
assessment system. A model should be robust to this type
of noise but sensitive in detecting and processing relevant
changes.

Besides learning from the machine learning community, a
lot could also be gained from knowledge extraction of health
care specialists. It is a real challenge to create common
ground between analysts and medical specialists. Parallel to
this study another study of our group addresses the question
what is the best way for visualizing deviations in daily activ-
ity patterns, as well as the question of which deviations are
problematic. The results of this study are expected to con-
tribute to the domain knowledge and leads to further refined
features.

Using the current knowledge for improving the feature ex-
traction process is also a challenge. For example domain
experts suggested taking the transitions between locations
into account besides the plain amount of time spent in a
location. This was translated into a feature which counted
the total number of transitions, but this could be improved
by adding weights for different transitions to reflect actual
distance. For example a transition from the kitchen to the
living room should get a higher weight because they are fur-
ther apart than a transition from the bedroom to the adjacent
bathroom.

Another possible area for improvement is a critical evalu-
ation of the metric for assessing health. Our belief is that the
ambient sensor network is best suited for a functional health
assessment, such as the AMPS. But perhaps the network is
better in predicting related concepts such as frailty or walk-
ing speed. The assessment of our subjects consists of several
more metrics, so this is a possibility for future experiments.

The last challenge is related to data collection. Subjects
not only have to embrace ambient sensor technology in their
homes, but also health assessments have to be made regu-
larly. Ideally more data-points are collected, for building
models which are more reliable. Among the target audience
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for an intelligent health system as proposed in this paper are
independent living elderly. Typically these elderly function
quite well and therefore may not be in sight of the health
care professionals yet. As there is not an immediate urgency
to install a sensor network for reassuring purposes, recruit-
ing volunteers for this type of research is quite a challenge.
Then convergence towards an intelligent system for func-
tional health assessment becomes real, and it could assist
the specialists around elderly people.
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